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To WIMP or not to WIMP
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• For decades, we have hoped that the dark 
matter is related to EW naturalness.

• WIMPs would be a manifestation of that 
link.

• EW naturalness has been elusive, and we 
are being forced to invoke increasingly 
finely tuned models to describe WIMPs.

• Having to fine-tune the 
WIMP reduces its original 
motivation over other 
proposed DM candidates.
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The hidden sector
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Standard 
Model

Hidden 
Sector

• See talk by R. Essig

• Many viable DM candidates 
in “hidden sector” models

• Additional fermions 
charged  under a “hidden” 
U(1)’ gauge symmetry

• U(1)’ and U(1)Yw can 
kinematically mix, giving a 
small coupling between DM 
and charge particles. ×
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Electrons or nuclei?
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• Nuclei are great at 
searching for DM particles 
of mass roughly similar to 
the nuclear mass (that’s 
just kinematics).

• For DM masses of 
O(1-1000) MeV, electrons 
make a better target.
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Recoiling-electron energies
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The previous slide is very cartoony; a more serious approach considers 
electron kinetic energy, binding energy, etc., e.g. by R. Essig, J. Mardon, 
and T. Volansky.  

→ Electron recoil energies up to ~1 keV.

!-rays from the galactic bulge [57] and remain consistent
with Cosmic Microwave Background bounds [58,59].

Although we do not attempt to calculate it here, it is
important to consider howmany electrons will be produced
in a LDM scattering event. For example, in xenon a 30MeV
DM particle will typically ionize a 5p outer-shell electron
(with binding energy EB ¼ 12:4 eV), giving it insufficient
recoil energy to ionize a second electron. However, for
larger DM masses, the recoiling electron is increasingly
likely to have enough energy to cause secondary ioniza-
tions. Heavier DM is also more likely to ionize a 5s (EB ¼
25:7 eV) or 4d (EB ¼ 75:6 eV) shell electron, followed by
the emission of a de-excitation photon which itself causes
photoionization. In Fig. 3, we plot the differential ioniza-
tion rate against electron recoil energy for xenon (blue),
argon (red), and helium (green), for a DMmass of 10 MeV
(solid lines) and 1 GeV (dashed lines). In germanium (not
shown) the situation is complicated by the band structure
but is qualitatively the same. Signal events in which more
than one electron is collected could be crucial, first for
experiments in which a single-electron threshold cannot
be reached, and second since backgrounds to few-electron
events may prove to be much smaller than for single-
electron events. For further details, see [60].

Besides neutrinos, the backgrounds to LDM scattering
are currently largely unknown. An important handle to
distinguish signal from background is therefore the annual
modulation [32] of the DM scattering rate. Using the halo
parameters given above, we find a modulation fraction
fmod of Oð10%Þ for all cases considered, where fmod is
defined as the ratio of the modulating signal amplitude to
the mean signal rate. A DM discovery would be possible
by observing such a modulation over an unmodulated

background. In Fig. 4, we show the modulation discovery
reach as a function of the background event rate, for a DM
mass of 30 MeV and for both constant (solid lines) and
ð"me=qÞ2 (dashed lines) DM form-factors. Specifically, we
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FIG. 2 (color online). The cross section exclusion reach (left-hand axis) at 95% confidence level for 1 kg $ year of exposure, assuming
only the irreducible neutrino background (note that additional unknown backgrounds are likely to exist, which would weaken the
sensitivity—see Fig. 4). This corresponds to the cross section for which 3.6 events are expected after 1 kg $ year. The right axis shows the
event rate assuming a cross section of !#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon (red), germanium (brown), and helium
(green) targets. Left: Models with no DM form-factor. The (green) shaded area indicates the allowed region for Uð1ÞD (hidden photon)
models withmAD

* 10 MeV. The (orange) shaded area is the region inwhich a particularmodel ofMeVDMcan explain the INTEGRAL
511 keV !-rays from the galactic bulge [9]. Right: Models with a very light scalar or vector mediator, for which FDM ¼ "2m2

e=q
2. The

(blue) region indicates the allowed parameter space for a hiddenUð1ÞD modelwith a very light ( & keV) hidden photon. The darker (blue)
band corresponds to the Freeze-In region. For illustration, constant gD contours are shownwith dashed lines, assumingmAD

¼ 8 MeV and
" ¼ 2' 10%3 (left-hand plot) and mAD

¼ 1 meV and " ¼ 3' 10%6 (right-hand plot). For more details see the text and the Appendix .
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FIG. 3 (color online). The differential rates of LDM-induced
ionization versus electron recoil energy, for a cross section of
!#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon
(red), and helium (green) targets, and a DM mass of 10 MeV
(solid lines) and 1 GeV (dashed lines). The two plots show
results for scattering with no DM form-factor (top) and with
FDM ¼ "2m2

e=q
2 (bottom). The dotted lines in the bottom right-

hand corner show the irreducible solar-neutrino-electron scatter-
ing backgrounds. We emphasize that other backgrounds of an
unknown size can be expected at all energies, and will require a
dedicated study to be measured and understood.
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with Cosmic Microwave Background bounds [58,59].

Although we do not attempt to calculate it here, it is
important to consider howmany electrons will be produced
in a LDM scattering event. For example, in xenon a 30MeV
DM particle will typically ionize a 5p outer-shell electron
(with binding energy EB ¼ 12:4 eV), giving it insufficient
recoil energy to ionize a second electron. However, for
larger DM masses, the recoiling electron is increasingly
likely to have enough energy to cause secondary ioniza-
tions. Heavier DM is also more likely to ionize a 5s (EB ¼
25:7 eV) or 4d (EB ¼ 75:6 eV) shell electron, followed by
the emission of a de-excitation photon which itself causes
photoionization. In Fig. 3, we plot the differential ioniza-
tion rate against electron recoil energy for xenon (blue),
argon (red), and helium (green), for a DMmass of 10 MeV
(solid lines) and 1 GeV (dashed lines). In germanium (not
shown) the situation is complicated by the band structure
but is qualitatively the same. Signal events in which more
than one electron is collected could be crucial, first for
experiments in which a single-electron threshold cannot
be reached, and second since backgrounds to few-electron
events may prove to be much smaller than for single-
electron events. For further details, see [60].

Besides neutrinos, the backgrounds to LDM scattering
are currently largely unknown. An important handle to
distinguish signal from background is therefore the annual
modulation [32] of the DM scattering rate. Using the halo
parameters given above, we find a modulation fraction
fmod of Oð10%Þ for all cases considered, where fmod is
defined as the ratio of the modulating signal amplitude to
the mean signal rate. A DM discovery would be possible
by observing such a modulation over an unmodulated

background. In Fig. 4, we show the modulation discovery
reach as a function of the background event rate, for a DM
mass of 30 MeV and for both constant (solid lines) and
ð"me=qÞ2 (dashed lines) DM form-factors. Specifically, we
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only the irreducible neutrino background (note that additional unknown backgrounds are likely to exist, which would weaken the
sensitivity—see Fig. 4). This corresponds to the cross section for which 3.6 events are expected after 1 kg $ year. The right axis shows the
event rate assuming a cross section of !#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon (red), germanium (brown), and helium
(green) targets. Left: Models with no DM form-factor. The (green) shaded area indicates the allowed region for Uð1ÞD (hidden photon)
models withmAD
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511 keV !-rays from the galactic bulge [9]. Right: Models with a very light scalar or vector mediator, for which FDM ¼ "2m2
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2. The
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ionization versus electron recoil energy, for a cross section of
!#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon
(red), and helium (green) targets, and a DM mass of 10 MeV
(solid lines) and 1 GeV (dashed lines). The two plots show
results for scattering with no DM form-factor (top) and with
FDM ¼ "2m2

e=q
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hand corner show the irreducible solar-neutrino-electron scatter-
ing backgrounds. We emphasize that other backgrounds of an
unknown size can be expected at all energies, and will require a
dedicated study to be measured and understood.
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reported in [14], whose conditions differed from the
present data only in the hardware threshold set point. The
good agreement in this known case confirms the validity of
the simulation, which is then left with a single free pa-
rameter: the hardware threshold set point. We constrain
this threshold by noting that the trigger efficiency curve
must ‘‘turn-on’’ at, or prior to, the first nonzero bin in the
measured spectrum of triggering events, shown in Fig. 2 of
[10]. In this context, we define the turn-on point as the
location where the efficiency curve crosses 5%, which is
indicated by the orange-hatched vertical band in Fig. 1. If
the efficiency were to turn on at a higher point, the peak of
the single-electron distribution would be shifted to values
much lower than that of the known detector response to
these events, demonstrated by Fig. 2 (top) of [10].

The measured spectrum of triggering ionization events,
which we analyze for a signal, is given in Fig. 2 (top) of
[10]. We reproduce this spectrum in Fig. 1 (top), corrected
for the trigger efficiency. Wide (blue) bars represent sta-
tistical uncertainty, while the narrow (green) bars indicate
the systematic uncertainty introduced by the range of
allowed trigger efficiencies. This spectrum is fit by a triple

Gaussian function with five free parameters: the heights,
Hi, of the three components and the mean and width of the
first component (!1, "1). The means, !i, and widths, "i,
are constrained to follow the relations !i ¼ !1i and "i ¼
"1

ffiffi
i

p
, respectively, where i ¼ 1, 2, 3 identifies the

Gaussian component. Individual marginal posterior proba-
bility distributions are obtained for the event rates of the
three components, ri ¼ Hi"i

ffiffiffiffiffiffiffi
2#

p
=$S!x, where $ ¼ 0:92

is the overall cut efficiency reported in [10], S ¼ 15 kg day
is the exposure, and !x ¼ 0:1 electrons is the histogram
bin width. From these, upper limits are extracted taking the
measured spectrum to be due entirely to signal (i.e., no
background subtraction). The result of the fit, including
statistical and systematic uncertainties, gives 90% upper
confidence bounds of r1 < 23:4, r2 < 4:23, and r3 <
0:90 cts kg"1 day"1.
Direct detection rates.—We assume that DM particles

scatter through direct interactions with atomic electrons. If
the DM-electron interaction is independent of the momen-
tum transfer, q, then it is completely parametrized by the
elastic cross section, "e, of DM scattering with a free
electron. For q-dependent interactions, we define a cross
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The first direct detection limits on dark matter in the MeV to GeV mass range are presented, using

XENON10 data. Such light dark matter can scatter with electrons, causing ionization of atoms in a

detector target material and leading to single- or few-electron events. We use 15 kg day of data acquired in
2006 to set limits on the dark-matter—electron scattering cross section. The strongest bound is obtained at

100 MeV where !e < 3! 10"38 cm2 at 90% C.L., while dark-matter masses between 20 MeVand 1 GeV

are bounded by !e < 10"37 cm2 at 90% C.L. This analysis provides a first proof of principle that direct

detection experiments can be sensitive to dark-matter candidates with masses well below the GeV scale.

DOI: 10.1103/PhysRevLett.109.021301 PACS numbers: 95.35.+d, 29.40."n, 95.55.Vj

Introduction.—Most current dark-matter (DM) direct
detection experiments focus on detecting a weakly inter-
acting massive particle (WIMP) with a mass of
1–1000 GeV. There are two main reasons for this focus.
Theoretically, a WIMP in this mass range can naturally
have the correct thermal relic abundance [1]. Experi-
mentally, a WIMP-nucleus scattering event is likely to
produce detectable quanta (phonons, scintillation photons,
ionization or some combination of these). DM candidates
with mass & 1 GeV typically cannot produce nuclear re-
coil signals above detector thresholds, and have therefore
been largely ignored.

It is straightforward, however, to theoretically construct
well-motivated, viable, and natural DM candidates with
sub-GeV masses (e.g., [2–6]). Given the current lack of
firm experimental evidence for WIMPs in any mass range,
it is important to search for other theoretically motivated
DM candidates. As was recently proposed in [2], sub-GeV
DM can lead to observable signals if it scatters with atomic
electrons, as opposed to nuclei. This scattering can ionize
atoms in a target material, resulting in single-electron
signals. As discussed below, few-electron signals may
result if the primary ionized electron or deexcitation pho-
tons lead to further ionization.

Dual-phase liquid xenon detectors have demonstrated
sensitivity to such small ionization signals [7–9]. In this
Letter, we present the first direct detection limits on
MeV—GeV-mass DM, using 15 kg day of exposure of
the XENON10 experiment obtained with a single-electron
trigger threshold [10]. We consider the observed rate of
one-, two-, and three-electron events. The origin of these
events is unclear, and they are likely to result from back-
ground processes. The data nevertheless allow robust limits
to be set for DM as light as a few MeV.

Data sample.—The XENON10 Collaboration has re-
ported results from a 12.5 live-day search for scattering
of low-mass (few-GeV rather than sub-GeV) WIMPs with
xenon nuclei [10]. Particle interactions in the liquid xenon
target can produce both ions (Xeþ) and excited atoms
(Xe$). A fraction of the ions recombine to form other
Xe$, whose deexcitation process produces 7 eV scintilla-
tion photons. Electrons that escape recombination are ac-
celerated away from the interaction site by an electric field,
and extracted from the liquid to the gas with an efficiency
that is essentially unity [11,12]. Under the influence of a
high electric field in the gaseous xenon (% 10 kV=cm),
each extracted electron produces Oð100Þ scintillation pho-
tons [13]. The detector’s array of photomultiplier tubes
measures an average of 27 of these photoelectrons per
extracted electron.
The search for few-GeV dark matter reported in [10]

imposed a software ionization threshold of 5 electrons due
to uncertainties in the ionization yield from very low-
energy nuclear recoils. However, the XENON10 hardware
trigger (described in [9]) was sensitive to single electrons.
Among liquid xenon targets, this is the lowest trigger
threshold in all reported dark-matter search data.
However, the precise trigger efficiency for this data sample
was not reported. To better understand the trigger effi-
ciency, we have performed a detailed Monte Carlo simu-
lation of the trigger response to single to few-electron
events in the XENON10 detector, based on the information
given in Sec. 2.8 of [9]. This simulation allows the hard-
ware trigger efficiency to be calculated, and the result is
shown in Fig. 1 (bottom).
The performance and accuracy of our trigger efficiency

simulation has been verified by comparing its prediction to
the observed trigger roll-off of the calibration spectrum

PRL 109, 021301 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
13 JULY 2012

0031-9007=12=109(2)=021301(5) 021301-1 ! 2012 American Physical Society

•Here for mA’ ≈ 10 MeV, 
F(q) = 1

•12.5 live-day data set, 
1.2 kg, no BG 
subtraction, can already 
probe un-touched 
parameter space.
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How far can we go in sensitivity?
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!-rays from the galactic bulge [57] and remain consistent
with Cosmic Microwave Background bounds [58,59].

Although we do not attempt to calculate it here, it is
important to consider howmany electrons will be produced
in a LDM scattering event. For example, in xenon a 30MeV
DM particle will typically ionize a 5p outer-shell electron
(with binding energy EB ¼ 12:4 eV), giving it insufficient
recoil energy to ionize a second electron. However, for
larger DM masses, the recoiling electron is increasingly
likely to have enough energy to cause secondary ioniza-
tions. Heavier DM is also more likely to ionize a 5s (EB ¼
25:7 eV) or 4d (EB ¼ 75:6 eV) shell electron, followed by
the emission of a de-excitation photon which itself causes
photoionization. In Fig. 3, we plot the differential ioniza-
tion rate against electron recoil energy for xenon (blue),
argon (red), and helium (green), for a DMmass of 10 MeV
(solid lines) and 1 GeV (dashed lines). In germanium (not
shown) the situation is complicated by the band structure
but is qualitatively the same. Signal events in which more
than one electron is collected could be crucial, first for
experiments in which a single-electron threshold cannot
be reached, and second since backgrounds to few-electron
events may prove to be much smaller than for single-
electron events. For further details, see [60].

Besides neutrinos, the backgrounds to LDM scattering
are currently largely unknown. An important handle to
distinguish signal from background is therefore the annual
modulation [32] of the DM scattering rate. Using the halo
parameters given above, we find a modulation fraction
fmod of Oð10%Þ for all cases considered, where fmod is
defined as the ratio of the modulating signal amplitude to
the mean signal rate. A DM discovery would be possible
by observing such a modulation over an unmodulated

background. In Fig. 4, we show the modulation discovery
reach as a function of the background event rate, for a DM
mass of 30 MeV and for both constant (solid lines) and
ð"me=qÞ2 (dashed lines) DM form-factors. Specifically, we
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FIG. 2 (color online). The cross section exclusion reach (left-hand axis) at 95% confidence level for 1 kg $ year of exposure, assuming
only the irreducible neutrino background (note that additional unknown backgrounds are likely to exist, which would weaken the
sensitivity—see Fig. 4). This corresponds to the cross section for which 3.6 events are expected after 1 kg $ year. The right axis shows the
event rate assuming a cross section of !#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon (red), germanium (brown), and helium
(green) targets. Left: Models with no DM form-factor. The (green) shaded area indicates the allowed region for Uð1ÞD (hidden photon)
models withmAD

* 10 MeV. The (orange) shaded area is the region inwhich a particularmodel ofMeVDMcan explain the INTEGRAL
511 keV !-rays from the galactic bulge [9]. Right: Models with a very light scalar or vector mediator, for which FDM ¼ "2m2

e=q
2. The

(blue) region indicates the allowed parameter space for a hiddenUð1ÞD modelwith a very light ( & keV) hidden photon. The darker (blue)
band corresponds to the Freeze-In region. For illustration, constant gD contours are shownwith dashed lines, assumingmAD

¼ 8 MeV and
" ¼ 2' 10%3 (left-hand plot) and mAD

¼ 1 meV and " ¼ 3' 10%6 (right-hand plot). For more details see the text and the Appendix .
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FIG. 3 (color online). The differential rates of LDM-induced
ionization versus electron recoil energy, for a cross section of
!#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon
(red), and helium (green) targets, and a DM mass of 10 MeV
(solid lines) and 1 GeV (dashed lines). The two plots show
results for scattering with no DM form-factor (top) and with
FDM ¼ "2m2

e=q
2 (bottom). The dotted lines in the bottom right-

hand corner show the irreducible solar-neutrino-electron scatter-
ing backgrounds. We emphasize that other backgrounds of an
unknown size can be expected at all energies, and will require a
dedicated study to be measured and understood.
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!-rays from the galactic bulge [57] and remain consistent
with Cosmic Microwave Background bounds [58,59].

Although we do not attempt to calculate it here, it is
important to consider howmany electrons will be produced
in a LDM scattering event. For example, in xenon a 30MeV
DM particle will typically ionize a 5p outer-shell electron
(with binding energy EB ¼ 12:4 eV), giving it insufficient
recoil energy to ionize a second electron. However, for
larger DM masses, the recoiling electron is increasingly
likely to have enough energy to cause secondary ioniza-
tions. Heavier DM is also more likely to ionize a 5s (EB ¼
25:7 eV) or 4d (EB ¼ 75:6 eV) shell electron, followed by
the emission of a de-excitation photon which itself causes
photoionization. In Fig. 3, we plot the differential ioniza-
tion rate against electron recoil energy for xenon (blue),
argon (red), and helium (green), for a DMmass of 10 MeV
(solid lines) and 1 GeV (dashed lines). In germanium (not
shown) the situation is complicated by the band structure
but is qualitatively the same. Signal events in which more
than one electron is collected could be crucial, first for
experiments in which a single-electron threshold cannot
be reached, and second since backgrounds to few-electron
events may prove to be much smaller than for single-
electron events. For further details, see [60].

Besides neutrinos, the backgrounds to LDM scattering
are currently largely unknown. An important handle to
distinguish signal from background is therefore the annual
modulation [32] of the DM scattering rate. Using the halo
parameters given above, we find a modulation fraction
fmod of Oð10%Þ for all cases considered, where fmod is
defined as the ratio of the modulating signal amplitude to
the mean signal rate. A DM discovery would be possible
by observing such a modulation over an unmodulated

background. In Fig. 4, we show the modulation discovery
reach as a function of the background event rate, for a DM
mass of 30 MeV and for both constant (solid lines) and
ð"me=qÞ2 (dashed lines) DM form-factors. Specifically, we
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FIG. 2 (color online). The cross section exclusion reach (left-hand axis) at 95% confidence level for 1 kg $ year of exposure, assuming
only the irreducible neutrino background (note that additional unknown backgrounds are likely to exist, which would weaken the
sensitivity—see Fig. 4). This corresponds to the cross section for which 3.6 events are expected after 1 kg $ year. The right axis shows the
event rate assuming a cross section of !#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon (red), germanium (brown), and helium
(green) targets. Left: Models with no DM form-factor. The (green) shaded area indicates the allowed region for Uð1ÞD (hidden photon)
models withmAD

* 10 MeV. The (orange) shaded area is the region inwhich a particularmodel ofMeVDMcan explain the INTEGRAL
511 keV !-rays from the galactic bulge [9]. Right: Models with a very light scalar or vector mediator, for which FDM ¼ "2m2

e=q
2. The

(blue) region indicates the allowed parameter space for a hiddenUð1ÞD modelwith a very light ( & keV) hidden photon. The darker (blue)
band corresponds to the Freeze-In region. For illustration, constant gD contours are shownwith dashed lines, assumingmAD

¼ 8 MeV and
" ¼ 2' 10%3 (left-hand plot) and mAD

¼ 1 meV and " ¼ 3' 10%6 (right-hand plot). For more details see the text and the Appendix .
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FIG. 3 (color online). The differential rates of LDM-induced
ionization versus electron recoil energy, for a cross section of
!#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon
(red), and helium (green) targets, and a DM mass of 10 MeV
(solid lines) and 1 GeV (dashed lines). The two plots show
results for scattering with no DM form-factor (top) and with
FDM ¼ "2m2

e=q
2 (bottom). The dotted lines in the bottom right-

hand corner show the irreducible solar-neutrino-electron scatter-
ing backgrounds. We emphasize that other backgrounds of an
unknown size can be expected at all energies, and will require a
dedicated study to be measured and understood.
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• Sensitivity has been 
demonstrated in LXe.

• Semiconductor detectors appear 
to have a potential sensitivity 
that dwarfs that of noble liquids.

• These projections assume:

‣ 1 kg-yr exposure

‣ Zero background

‣ Single-electron sensitivity
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!-rays from the galactic bulge [57] and remain consistent
with Cosmic Microwave Background bounds [58,59].

Although we do not attempt to calculate it here, it is
important to consider howmany electrons will be produced
in a LDM scattering event. For example, in xenon a 30MeV
DM particle will typically ionize a 5p outer-shell electron
(with binding energy EB ¼ 12:4 eV), giving it insufficient
recoil energy to ionize a second electron. However, for
larger DM masses, the recoiling electron is increasingly
likely to have enough energy to cause secondary ioniza-
tions. Heavier DM is also more likely to ionize a 5s (EB ¼
25:7 eV) or 4d (EB ¼ 75:6 eV) shell electron, followed by
the emission of a de-excitation photon which itself causes
photoionization. In Fig. 3, we plot the differential ioniza-
tion rate against electron recoil energy for xenon (blue),
argon (red), and helium (green), for a DMmass of 10 MeV
(solid lines) and 1 GeV (dashed lines). In germanium (not
shown) the situation is complicated by the band structure
but is qualitatively the same. Signal events in which more
than one electron is collected could be crucial, first for
experiments in which a single-electron threshold cannot
be reached, and second since backgrounds to few-electron
events may prove to be much smaller than for single-
electron events. For further details, see [60].

Besides neutrinos, the backgrounds to LDM scattering
are currently largely unknown. An important handle to
distinguish signal from background is therefore the annual
modulation [32] of the DM scattering rate. Using the halo
parameters given above, we find a modulation fraction
fmod of Oð10%Þ for all cases considered, where fmod is
defined as the ratio of the modulating signal amplitude to
the mean signal rate. A DM discovery would be possible
by observing such a modulation over an unmodulated

background. In Fig. 4, we show the modulation discovery
reach as a function of the background event rate, for a DM
mass of 30 MeV and for both constant (solid lines) and
ð"me=qÞ2 (dashed lines) DM form-factors. Specifically, we
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FIG. 2 (color online). The cross section exclusion reach (left-hand axis) at 95% confidence level for 1 kg $ year of exposure, assuming
only the irreducible neutrino background (note that additional unknown backgrounds are likely to exist, which would weaken the
sensitivity—see Fig. 4). This corresponds to the cross section for which 3.6 events are expected after 1 kg $ year. The right axis shows the
event rate assuming a cross section of !#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon (red), germanium (brown), and helium
(green) targets. Left: Models with no DM form-factor. The (green) shaded area indicates the allowed region for Uð1ÞD (hidden photon)
models withmAD

* 10 MeV. The (orange) shaded area is the region inwhich a particularmodel ofMeVDMcan explain the INTEGRAL
511 keV !-rays from the galactic bulge [9]. Right: Models with a very light scalar or vector mediator, for which FDM ¼ "2m2

e=q
2. The

(blue) region indicates the allowed parameter space for a hiddenUð1ÞD modelwith a very light ( & keV) hidden photon. The darker (blue)
band corresponds to the Freeze-In region. For illustration, constant gD contours are shownwith dashed lines, assumingmAD

¼ 8 MeV and
" ¼ 2' 10%3 (left-hand plot) and mAD

¼ 1 meV and " ¼ 3' 10%6 (right-hand plot). For more details see the text and the Appendix .
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FIG. 3 (color online). The differential rates of LDM-induced
ionization versus electron recoil energy, for a cross section of
!#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon
(red), and helium (green) targets, and a DM mass of 10 MeV
(solid lines) and 1 GeV (dashed lines). The two plots show
results for scattering with no DM form-factor (top) and with
FDM ¼ "2m2

e=q
2 (bottom). The dotted lines in the bottom right-

hand corner show the irreducible solar-neutrino-electron scatter-
ing backgrounds. We emphasize that other backgrounds of an
unknown size can be expected at all energies, and will require a
dedicated study to be measured and understood.
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!-rays from the galactic bulge [57] and remain consistent
with Cosmic Microwave Background bounds [58,59].

Although we do not attempt to calculate it here, it is
important to consider howmany electrons will be produced
in a LDM scattering event. For example, in xenon a 30MeV
DM particle will typically ionize a 5p outer-shell electron
(with binding energy EB ¼ 12:4 eV), giving it insufficient
recoil energy to ionize a second electron. However, for
larger DM masses, the recoiling electron is increasingly
likely to have enough energy to cause secondary ioniza-
tions. Heavier DM is also more likely to ionize a 5s (EB ¼
25:7 eV) or 4d (EB ¼ 75:6 eV) shell electron, followed by
the emission of a de-excitation photon which itself causes
photoionization. In Fig. 3, we plot the differential ioniza-
tion rate against electron recoil energy for xenon (blue),
argon (red), and helium (green), for a DMmass of 10 MeV
(solid lines) and 1 GeV (dashed lines). In germanium (not
shown) the situation is complicated by the band structure
but is qualitatively the same. Signal events in which more
than one electron is collected could be crucial, first for
experiments in which a single-electron threshold cannot
be reached, and second since backgrounds to few-electron
events may prove to be much smaller than for single-
electron events. For further details, see [60].

Besides neutrinos, the backgrounds to LDM scattering
are currently largely unknown. An important handle to
distinguish signal from background is therefore the annual
modulation [32] of the DM scattering rate. Using the halo
parameters given above, we find a modulation fraction
fmod of Oð10%Þ for all cases considered, where fmod is
defined as the ratio of the modulating signal amplitude to
the mean signal rate. A DM discovery would be possible
by observing such a modulation over an unmodulated

background. In Fig. 4, we show the modulation discovery
reach as a function of the background event rate, for a DM
mass of 30 MeV and for both constant (solid lines) and
ð"me=qÞ2 (dashed lines) DM form-factors. Specifically, we
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FIG. 2 (color online). The cross section exclusion reach (left-hand axis) at 95% confidence level for 1 kg $ year of exposure, assuming
only the irreducible neutrino background (note that additional unknown backgrounds are likely to exist, which would weaken the
sensitivity—see Fig. 4). This corresponds to the cross section for which 3.6 events are expected after 1 kg $ year. The right axis shows the
event rate assuming a cross section of !#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon (red), germanium (brown), and helium
(green) targets. Left: Models with no DM form-factor. The (green) shaded area indicates the allowed region for Uð1ÞD (hidden photon)
models withmAD

* 10 MeV. The (orange) shaded area is the region inwhich a particularmodel ofMeVDMcan explain the INTEGRAL
511 keV !-rays from the galactic bulge [9]. Right: Models with a very light scalar or vector mediator, for which FDM ¼ "2m2

e=q
2. The

(blue) region indicates the allowed parameter space for a hiddenUð1ÞD modelwith a very light ( & keV) hidden photon. The darker (blue)
band corresponds to the Freeze-In region. For illustration, constant gD contours are shownwith dashed lines, assumingmAD

¼ 8 MeV and
" ¼ 2' 10%3 (left-hand plot) and mAD

¼ 1 meV and " ¼ 3' 10%6 (right-hand plot). For more details see the text and the Appendix .
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FIG. 3 (color online). The differential rates of LDM-induced
ionization versus electron recoil energy, for a cross section of
!#e ¼ 10%37 cm2. Results are shown for xenon (blue), argon
(red), and helium (green) targets, and a DM mass of 10 MeV
(solid lines) and 1 GeV (dashed lines). The two plots show
results for scattering with no DM form-factor (top) and with
FDM ¼ "2m2

e=q
2 (bottom). The dotted lines in the bottom right-

hand corner show the irreducible solar-neutrino-electron scatter-
ing backgrounds. We emphasize that other backgrounds of an
unknown size can be expected at all energies, and will require a
dedicated study to be measured and understood.
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• Sensitivity has been 
demonstrated in LXe.

• Semiconductor detectors appear 
to have a potential sensitivity 
that dwarfs that of noble liquids.

• These projections assume:

‣ 1 kg-yr exposure

‣ Zero background

‣ Single-electron sensitivity
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•On a side note, detectors 
with ultra-low energy thresholds 
would also have applications at 
detecting coherent neutrino-
nucleus interactions (never-before 
seen).

•There are many interesting things 
one could do with this process, 
but this is a dark-matter 
workshop, so I won’t go into 
details here.
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How do we detect single-electron
ionization signals in a 

semiconductor?
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• Traditional signal amplification via transistor+feedback won’t 
work (too much noise).

• Physical multiplication of electrons can provide virtually noise-
free amplification: easily detect single electrons.
➡Avalanche-diode approach: was tried, but no significant 

detector mass could be achieved
➡Phonon approach: drifting electrons in a O(10 mK) detector 

produce many phonons, which can be detected (see talk by 
M. Pyle).  Probably possible, still a few years off, and will 
depend on new techniques. Also, dil. fridge > 500k$

➡CCD sensors: can detect very small amounts of charge.  
Probably cannot achieve sensitivity to single electrons, but 
will get close.  Requires very long charge-integration times.
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What would be possible if 
we could extract electrons 
from a semiconductor?
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PMT without the P
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If the electrons from an 
interaction could be extracted, 
obtaining single electron 
sensitivity would be trivial.  We 
do this all the time with PMTs.

Si

e-

(dynodes)

e-

(MCP)
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But I’m avoiding the question: 
How?
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The right question: what field 
is necessary to extract electrons 

from silicon (for example)?
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Fig. 4. Charge waveform triggered by the direct light. The maximum height
of the charge pulse is used as the charge amplitude in the analysis. The time
between the direct light to the half height of the charge amplitude is taken as the
drift time. The waveforms were recorded with the fast digital scope (LeCroy
LT374) and transferred to a PC for off-line analysis.

Fig. 5. Charge amplitude as a function of drift time for Bi radiation in LXe.
The thick line is a fit through the 570-keV gamma-ray line. The thick band on
the right side of the scatter plot corresponds to electron events from Bi.

than , allowing electron transmission through the grid mesh.
We took the charge spectrum with the multichannel analyzer
(MCA) and measured the peak position of the 570-keV
gamma-ray line. After that, we recuperated part of the xenon
and operated the detector in the dual phase. We changed the
HVs on the grid and cathode so that the drift field was kept at

and the field in the gas between the anode and the liquid
surface was , where is the dielectric constant of
liquid xenon. The value for is 1.87, calculated from [7]. While
this value is ranging from 1.9 to 2.85 in various unpublished
sources. We were using a value of . The thickness of
the liquid layer above the grid is negligible, and the field in this
liquid layer is , allowing a same electron transmission rate
through the grid mesh as in the single-phase mode. We took
the charge spectrum again and measured the peak position
of the same gamma-ray line. The ratio gives the
extraction yield through the liquid–gasinterface. The electron
extraction yield as a function of the field in the gas phase is

Fig. 6. Electron extraction yield as a function of electric field in the gas phase.
At a field higher than 10 kV/cm, all drifting electrons can be extracted from the
liquid to the gas xenon.

shown in Fig. 6. At a field higher than 10 kV/cm, the electron
extraction efficiency is 100%.

Extracted electrons drift in the gas phase and excite Xe
molecules and produce proportional light. The number of UV
photons produced in this process depends on the gas pressure

in atm, the electric field in kV/cm, and the electrons drift
distance in cm, in the gas. This is governed by the following
empirical equation:

(1)

where is the number of electrons extracted from the liquid
to the gas phase, is the number of proportional scintillation
photons produced, and and are two parameters determined
by the experiment conditions ( is the amplification factor and

is the threshold of reduced field for proportional light produc-
tion). In our experiments, the gas pressure was controlled and
kept at 2 atm. The gap for proportional light production was
about 0.4 cm. Once the gas pressure and field are kept stable,
the amount of proportional light is proportional to the number
of ionization electrons. As can be seen in Fig. 7, the energy spec-
trum from the proportional light is similar to that obtained from
the charge spectrum taken in the single phase. The peak around
80 keV in the proportional light spectrum is attributed to the
low-energy X-rays from Bi. The reason why the 570-keV
low-energy line from the proportional light spectrum is much
more washed out than the 1064-keV high-energy line is as fol-
lows. To both lines, we have contribution from internal conver-
sion electrons and gammas; however, the relative intensity of the
two contributions is different. Since at higher energy the number
of conversion electrons is larger than at low energy, once they
are extracted in the gas they produce a sharper proportional light
line as they are still a quite point-like charge blob in LXe. The
proportional light they induce is seen more by the central region
of PMT, while gammas in LXe make multiple Comptons which
produce ionization clouds all over, and there is more spread in
proportional light. For a lower energy line, the gammas con-
tribute much more than the conversion electrons and thus the
above spread of the ionization electrons associated with the still
sizeable multiple Compton interactions dominate and worsen
the full energy peak (FEP) and resolution.
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Emission of "hot" electrons from liquid and solid argon and 
xenon 

E. M. Gushchin, A. A. Kruglov, and I. M. Obodovskil 
Moscow Engineering Physics Institute 
(Submitted 7 December 1981) 
Zh. Eksp. Teor. Fi. 82,1485-1490 (May 1982) 

The dependence of the coefficient (probability) for emission of conduction electrons from condensed argon or 
xenon into the equilibrium gas on the external electric field strength and on the temperature is measured with 
a pulsed ionization chamber. The potential bamer at the interface is calculated by using the Lekner electron- 
energy distribution functions. The values obtained are 0.02,0.065,0.42, and 0.85 eV respectively for solid and 
liquid argon and for solid and liquid xenon. 

PACS numbers: 79.70. + q 

Emission of free electrons from solid argon was ap- 
parently observed back in 1948.' However, whereas the 
devices based on this phenomenon were already used in 
experimental physics2*' the emission process and the 
dependence of the coefficient of emission (of the escape 
probability) of electrons on such parameters a s  the 
temperature and the electric field strength remained 
practically uninvestigated. In earlier studies4* it was 
observed that in electric fields lower than 3 kv/cm 
there is no emission, and above 5-7 kv/cm practically 
all the free electrons a re  emitted in the gas phase. It 
was concluded therefore that the emitted electrons a re  
"hot," i.e., their energy E >> kT exceeds the work func- 
tion c,. An estimate of the emission time has shown 
that the electrons remain on the interface not more than 
0.1 psec. The results, however, were found to be con- 
tradictory and frequently were only estimates. Thus, 
e.g., the scatter of the results for different samples of 
crystalline xenon turned out to be very large, and was 
attributed by the authors of Ref. 5 to the difference in 
the quality of the grown crystals because of the differ- 
ent crystallization regimes. In our opinion, of much 
greater importance is the purity of the material, since 
the presence of insignificant amounts of molecular im- 
purities lowers greatly the energy, and consequently 
also the probability of escape of the electrons. In that 
case, even if the initial gas is of the same purity, dif- 
ferent crystallization regimes lead to different degrees 
of crowding out of the impurity from the crystal into 
the liquid in the course of the growth, and correspond- 

emission threshold i s  near 50-70 V/cm. In the crys- 
tals, furthermore, the emission coefficient was inde- 
pendent of the growth rate when the latter was varied 
from 1 to 10 mm/h. 

The electric field intensities corresponding to the 
emission threshold varied nonmonotonically with tem- 
perature, having a maximum near 120 K (Fig. 3). 

Oscillograms of the current and voltage pulses in a 
two-phase system offer evidence that the electron emis- 
sion from liquid argon is a complicated process that 
proceeds in two stages. At high temperatures the elec- 
tron emission is "fast," i.e., the electrons, while 
stopped by the interface, do not stay there more 0.1 
psec. At temperatures near the triple point, however, 
a "slow" component i s  observed. Par t  of the electrons 
is then emitted rapidly, and part stays for a relatively 
long time (20.1 msec) on the interface, and gradually 
escapes into the gas. Since the time constant RC of the 
employed amplifier did not exceed 400 psec, we were 
unable to carry  out detailed investigations of the slow 
component, and these have a semiquantitative charac- 
ter .  It was observed, in particular, that with increas- 
ing electric field strength the lifetime of the slow elec- 
trons on the interface decreases rapidly, a s  does also 
the contribution of the slow component to the overall 
emission coefficient, until only the fast component re- 
mains, a s  is seen from Fig. 1. It i s  possible that a t  

ingly to different purity of the produced crystal. K 
1.0 

In this connection, using a pulsed ionization chamber 
described in detail in Ref. 6, we have investigated elec- 
tron emission from condensed argon and xenon of ex- 

0.6 tremely low vol.%) density of extraneous impuri- 
ties. 

EXPERIMENTAL RESULTS 8.2 

Figures 1 and 2 show the emission coefficients o I 2 3 4 5 
(escape probabilities) of electrons from the condensed E, kvlcrn 

phase into an equilibrium gas, measured by us a s  func- FIG. 1. Dependence of the coefficient of electron emission tions of the electric field intensity inside the condensed from solid 80 K)  and liquid (.-fast component, o-fast 
phase. The emission curves have abrupt thresholds plus slow components, 90 K) argon, and solid ( A ,  160 K) and 
and a re  shifted in the case of the crystal towards lower liquid (0, 165 K) xenon on the electric field intensity. Solid 
values of E, especially in the case of argon, where the lines-calculations. 
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LXe

Field in the liquid

Different measurements support the same picture:
LXe: 100% efficiency for electron extraction at ~10 kV/cm (in the gas)
LAr: 100% efficiency for electron extraction at ~4 kV/cm 
 

Can we understand these results and use them to predict what fields 
would be necessary in Si?

LAr
LXe
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Understanding extraction in LXe
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Electron heating
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•Electron temperature increases 
with applied field

•We can conclude that 100% 
extraction occurs when the 
electron temperature exceeds 
the potential barrier.

LXe
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What does this plot 
look like for Si?

LAr

E−field above surface [kV/cm]

En
er

gy
 [e

V
]

1 2 5 10 20 50 100 200 500 1000
0

0.2

0.4

0.6

0.8

1

1.2

1.4



A. Manalaysay, 9 May 2015

Towards the ultimate ionization threshold in semiconductor detectors

Electron heating (?)

24

E−field above surface [kV/cm]

En
er

gy
 [e

V
]

LXe

100 101 102 103 104 105 1060

1

2

3

4

5



A. Manalaysay, 9 May 2015

Towards the ultimate ionization threshold in semiconductor detectors

Electron heating (?)

25

E−field above surface [kV/cm]

En
er

gy
 [e

V
]

LXe

Si

100 101 102 103 104 105 1060

1

2

3

4

5

* M.J. Martín et al., Semicond. Sci. Technol. 8 (1993) 1291

*



A. Manalaysay, 9 May 2015

Towards the ultimate ionization threshold in semiconductor detectors

Electron heating (?)

26

E−field above surface [kV/cm]

En
er

gy
 [e

V
]

LXe

Si

100 101 102 103 104 105 1060

1

2

3

4

5

* M.J. Martín et al., Semicond. Sci. Technol. 8 (1993) 1291

*

Depending on how I 
extrapolate the Si 
electron temp data, 
the necessary 
extraction field could 
be anywhere from 
103 kV/cm or even 
up to 105 kV/cm.

That’s not feasible, is 
it?
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the necessary 
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be anywhere from 
103 kV/cm or even 
up to 105 kV/cm.

That’s not feasible, is 
it?

...it depends on what 
you do to the surface!
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Field Emitter Arrays

An array of microscopic tips is 
etched on the surface of the silicon 
(or other material).  A conducting 
plate is held above the surface by an 
insulating layer.  Tips are nm-sharp!!!
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HUGE field densities

soft x-ray wavelengths. For hard x rays, it will be important
to limit the emittance growth to be able to bunch the beam
at subangstrom lengths. This effect is described in the
beam dynamics section below. The cathode assembly in-
cludes an array of electrostatic Einzel lenses and post
acceleration to !80 eV over a 3 micron distance. Each
beamlet exits an individual lens, emerging into the rf
injector accelerating fields. The charged particle tracking
program PARMELA [11] is used first to track individual
distributions from each tip through the electrostatic fields
of the cathode assembly and then the entire array of
beamlets through the RF accelerator and transport line.
Figure 1 shows the transverse phase space for 3 beamlets
after the lenses, each having a dense core with long tails
that account for the emittance growth. The present study
tracks a 9" 9 array of beamlets from emission through
transformation by the EEX line.

The layout of the accelerator components is shown in
Fig. 2 and consists of a rf gun with nanocathode assembly
followed by four quadrupole magnets, then a 3-cell rf
cavity to tune the final energy and energy chirp, followed
by 5 quadrupoles to complete the EEX matching require-
ments, and finally the EEX line. Models of the RF fields in
each of the cavities are produced by SUPERFISH using the
geometry of a high repetition rate room-temperature

structure [12] operating at 9.3 GHz. The gun is a half-
cell cavity 1.4 cm in length and the 3-cell linac cavity has
6.4 cm length. The total beam line length including accel-
erator, magnets, and EEX line is a compact 2.3 m.
The EEX line converts the density modulation from

transverse to longitudinal [13–15] and has been experi-
mentally demonstrated [16] at longer scale lengths. The
line consists of a horizontally-deflecting cavity flanked by
two dispersive sections, each with dispersion function !.
When the deflecting cavity strength is set to #1=!, the
transfer matrix of the beam line in the four-dimensional
(x, x0, z, !"=") trace space is block antidiagonal resulting
in an exchange of phase space coordinates between planes.
An undesirable coupling between time and z-position is
introduced by the deflecting cavity operating on a TM110
mode, so an accelerating TM010 cell is also incorporated
[17] in the structure to cancel the coupling. Tracking and
matching of the electron beam through the EEX is per-
formed with code ELEGANT [18] using the PARMELA output.
Figure 3 shows the results of second order tracking of the
9X9 array of beamlets producing clear evidence of modu-
lation. Simulations excluding second order effects show
much deeper modulation, and further optimization will
likely improve the results.
The transverse phase space ellipses at the EEX entrance

must be matched to produce upright longitudinal ellipses
downstream of the EEX that are short relative to the x-ray
wavelength #x with an energy spread low enough that off-
energy electrons do not debunch during the laser ICS
interaction. The beamlet length criterion is $z $ #x=4
and similarly the path length tolerance is !s $ #=4.
From Eq. (1) below, the additional pathlength traveled by
an off-energy electron through NL laser periods is !s ¼
#2#xNL!"=", the negative sign indicating higher energy
electrons travel shorter paths. Combining this expression
with the pathlength tolerance sets the energy spread toler-
ance at %"=" $ 1=8NL. The beamlet length and energy
spread limits can be combined to show the longitudinal
normalized emittance must satisfy "zn $ "&#x=32NL.
Since "zn is the EEX-transformed transverse emittance of
a single nanotip, the same limit pertains to the transverse
emittance at the nanotip.
For small bend angle ', the Courant-Snyder parameters

(x, &x must satisfy "xn&x ¼ "&ð#x=4'Þ2, and "xn(x ¼
"&ð#x=4'Þ2=LEEX where LEEX is the EEX line length.
The EEX line not only transforms, it also compresses the
beamlets and their spacing, helping to reach short wave-
length, with demagnification M ¼ '< 1 for small bend

FIG. 1 (color online). Transverse phase space distributions
(top) showing dense cores and diffuse tails for 3 beamlets at
cathode assembly exit. Bottom shows POISSON model electro-
static fields in cathode assembly consisting of nanotips and
focusing gates. Fields are cylindrically symmetric around tips.

FIG. 2 (color online). Layout of the accelerator components and emittance-exchange beamline. Total length is 2.3 m.

PRL 108, 263904 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
29 JUNE 2012

263904-2

W.S. Graves et al., PRL 108 (2012) 263904

Field densities of ~105 kV/cm at gate bias of ~30V!!
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A Thin-Film Field-Emission Cathode 
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Research on micron-size field-emission tubes1,2 has recently led 
to the development of a novel low-voltage, high-current, field-
emission cathode and relatively simple techniques for producing 
such cathodes in various forms. The basic cathode consists of a 
molybdenum-aluminum oxide-molybdenum thin-film sandwich 
on a sapphire substrate having either a random or regular array 
of open micron-size cavities. Each cavity contains a single molyb-
denum field-emitting cone as depicted in Fig. 1. With the typical 
film thicknesses indicated, field emission has been obtained for 
applied sandwich voltages ranging from below 10 to about 200 V, 
depending on cone geometry. Moreover, a major fraction of the 
emitted electrons pass through the holes in the top film and are 
collected by the relatively distant positively biased electrode 
shown. 

The basic starting structure used for field-emitter conc forma-
tion is the film sandwich with the holes already formed, as shown 
in Fig. 2 (a). The following sequence of operations is then per-
formed: 

(1) A selectively removable film is deposited at grazing in-
cidence to the surface of the sandwich while the substrate is 
rotated uniformly about an axis perpendicular to its surface. A 
lip is thereby built up around the rim of each cavity as shown in 
Fig.2(b). 

(2) When the desired lip diameter is obtained, deposition from 
a molybdenum source at normal incidence to the substrate is 
initiated, while the deposition at grazing incidence is continued 
until the holes are entirely closed. Thus, the lip at each hole is 
made to serve as an aperture of decreasing diameter for the 
molybdenum arriving at the base of the hole. As a result, the 
molybdenum deposited on the base of the cavity is in the form of 
a cone as shown in Fig. 2 (c). The shape and length of the cones 
can be varied by adjusting the relative deposition rates of the 
two sources. Cone uniformity from hole to hole is determined 
primarily by the uniformity of the holes in the starter structure. 

(3) The closure film is then removed and the remaining 
structure, Fig. 2(d), is heat-treated in vacuum at about 1000°C 
for cleaning. 

For most of the cathodes produced thus far, a starter structure 
having a random distribution of up to approximately 50 holes 
over an active area of about 10--3 em2 was used. In brief, the 
starter structure is fabricated by scattering micron-diameter 
polystyrene spheres over the top molybdenum film of the sand-
wich and then evaporating a resist film of alumina onto the film 
areas not shadowed by the spheres. After removing the spheres, 
the underlying molybdenum areas are etched in a solution of 
H2S04 and HNO" thereby exposing corresponding micron-diam-
eter areas of the underlying alumina film. The latter areas are 
then etched with orthophosphoric acid at 95°C to form the 
cavities, during which the initial alumina-resist film is also 
removed. The substrates are subsequently heat-treated in vacuum 
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FIG. 1. Thin-film field-emission ('athode. 
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FIG. 2. Cathode formation by from two sources. 

at 1000°C, thereby rendering the remaining alumina resistant to 
later etching with 95°C orthophosphoric acid. The "selectively 
removable" film mentioned in step 1 above can therefore be 
unbaked alumina and the closure removal agent 95°C ortho-
phosphoric acid. 

FIG. 3. Electron micrograph of "tall" cone structures. 
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An important point about this 
technology is that it is very 
mature, involving standardized 
techniques.  Many facilities 
easily have the necessary 
capabilities.
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Electron collimation
•By depositing two conducting 

layers, extracted electrons can be 
collimated.

•This technique is used for the beam 
source in the free-electron laser at 
the Paul Scherrer Institute in 
Switzerland

•→ For a particle detector, electron 
trajectory preserves the x-y 
information of the interaction vertex

view SEM image of FEA1 with a Gext diameter of
2.3 6 0.1 lm and a Gcol diameter of 6.2 6 0.1 lm. High-
resolution transmission electron microscopy (TEM) imaging
of an emitter on the same FEA substrate as FEA1 (inset of
Fig. 4(a)) shows that the emitter apex radius of curvature is
!7.5 nm.

Next, the Gcol electrode of each array is patterned into a
rectangular shape of approximately 2.5 mm" 0.75 mm with
rounded corners as shown in Fig. 4(d) for FEA3. The Gext

electrode is buried underneath Gcol. Gext is electrically con-
tacted through the 0.2 mm square via etched into I2 on top of
the Gext contact pad. The comparatively large Gcol aperture
(Fig. 4(a) for FEA1 and Fig. 4(c) for FEA3, and in contrast,
Fig. 4(b) for FEA2) provides electro-static shielding of the
emitted electrons from the Gext potential or non-uniform
electric fields created by the bonding wires and prevents
beam distortions. The electrical contact to Gcol is made by
bonding wires to one corner of Gcol [Fig. 4(d)].

III. EXPERIMENTAL SETUP AND SAMPLE
PREPARATION PROCEDURE

A. Field emission microscope

The field emission current-voltage characteristics mea-
surement and the beam imaging were conducted in a field
emission microscope schematically shown in Fig. 5. We
imaged the electron beam on a metalized P43 phosphor
screen after amplifying it with a micro-channel plate (MCP)
inserted between the FEA and the phosphor screen. The dis-
tance between the MCP front plate and the FEA can be

adjusted by a linear translation mechanism and was typically
set to 40–50 mm. The electron beam was accelerated by
applying a DC potential of 1 kV to the front-plate of the
MCP which also functions as the anode in this setup. To
amplify the beam, we applied 1.7 kV to the back-plate of the
MCP leading to an amplification factor of !103. The

FIG. 5. Schematic diagram of the field emission microscope. The field emis-
sion electron beam is amplified by a micro-channel plate biased by (VMCP-
Van) and imaged by the phosphor screen (biased at a voltage Vscr of 3-5 kV).
The currents Iem, Iext, and Icol were recorded simultaneously while control-
ling the bias voltages Vem and Vcol. Vext is normally fixed to ground
potential.

FIG. 4. Top-view SEM micrographs of double-gate FEAs. (a) FEA1 (one of the emitters) with a TEM cross-section of the tip apex (inset). (b) FEA2 (one of
the emitters). The dotted line approximately shows the underlying Gext aperture. (c) FEA3 (one of the emitters). (d) Overview of FEA3. The 20" 20 emitters
are located at the center of the rectangular Gcol electrode with a size of 2.5" 0.75 mm. The Gext electrode is a 500 lm diameter circle with a 0.04 mm2 rectan-
gular contact pad attached at the end (partially buried underneath Gcol as indicated by the dotted lines). The oxide on top of the 0.2 mm square contact pad at
the end is etched away before the wire bonding.

093307-4 Helfenstein et al. J. Appl. Phys. 112, 093307 (2012)
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Towards a detector concept
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What would be the easiest way to 
test the viability of this idea?
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Easy proof-of-principle

Itherm / T 3/2
exp

✓
� Eg

2kT

◆

•To measure the extraction 
efficiency, one can measure 
the thermally induced current.

•The ratio of IA to IC should be 
equal to the extraction 
efficiency.  It is essential to 
verify that this can be made 
something close to unity.

•The temp. can be varied to 
estimate which portion of IC is 
due to thermal excitation.h e

IC

IA

Cathode

Anode collector

e
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What about backgrounds?
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Thoughts on potential backgrounds
Thermally induced electrons

Itherm / T 3/2
exp

✓
� Eg

2kT

◆

For example going from 77K to 4K 
reduces the thermally induced 
current by over 260 orders of 
magnitude!!

Eg ≈ 1.2 eV (Silicon)

Likely no difficult cryogenics needed 
(i.e. no dilution fridge).  

h e-
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Thoughts on potential backgrounds
Surface currents

•A significant contribution to 
leakage current can be due to 
surface currents, unrelated to 
thermal excitation of the bulk

•These currents can be absorbed by 
depositing an n+ contact on the 
periphery, outside the tip array, 
and coupling it to ground.

e-n

n+

p+
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Thoughts on potential backgrounds
Valence tunneling

Distance above surface [nm]
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•Valence tunneling (“field emission”) 
could spontaneously throw electrons off 
the surface

•Such electrons will leave the surface with 
a reduced kinetic energy (compared to 
conduction electrons)

•A retarding field, Er, can kill electrons 
below a chosen energy (commonly done 
in emission spectroscopy)

MCP
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Lest you think this idea is crazy…
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IMPLEMENTATION OF X-RAY ENERGY DETECTION 
AND PHOTON COUNTING  

USING A SILICON FIELD-EMISSION IMAGING ARRAY 
 

Michael C. Wong1, Charles E. Hunt1, and Yacouba Diawara2 
1) Electrical and Computer Engineering, University of California, Davis CA 95616 USA 

2) Bruker AXS, Madison, WI 53711 
 

Phone: 530-752-1958, Fax 530-752-8428, e-mail: hunt@ece.ucdavis.edu 
 

In our previous work [1, 2], a silicon field-emission array (FEA) was proposed for 
the application of X-ray energy detection.  An incident X-ray photon, depending on its 
energy, generates a specific numbers of electron-hole pairs.  The holes are subsequently 
collected at the p+ doped layer, while the photo-generated electrons drift through the 
fully-depleted Si toward the spatially-defined field-emission tips.  When the photo-
generated electrons reach the field emission tips, they are field-emitted and subsequently 
collected at the anode (Figure 1).  Our previous work modeled the response of single X-
ray photon events of differing X-ray energies, showing two pulses with different widths 
and amplitudes.  To verify the theory, a 2cm x 2cm silicon field emission array has been 
fabricated by subtractive etching and oxidation sharpening techniques.  At 450µm 
cathode to anode distance and at a vacuum level of 5x107 Torr, the device was biased at 
1400V, field emitting at an integrated current of 32pA.  When the device was excited by 
a 100PCi Fe55 X-ray source, an average increase of 24pA was observed.   

 

 
 

Figure 1:  X-ray Imager and Energy Detector 
 
According to our calculations, each photon event should generate approximately 

1616 electron-hole pairs.  Our X-ray source (at its current age) should have a flux of 
1.85x106 photons per second.  Also, since the X-ray source is a point source, it radiates in 
all directions.  Therefore the maximum amount of radiation subtended by the imager 

M. Wong, C.E. Hunt, Y. Diawara, Proc. of IEEE 20th Int. Vacuum Nanoelectronics Conf. (2007), pp. 195-196

A similar technique 
has been implemented 
in x-ray imaging.

…so stay tuned!
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• Searches for sub-GeV DM and coherent 
neutrino scattering provide good, well 
recognized motivations to build a single-
electron-threshold semiconductor calorimeter

• Extracted electrons can easily be detected with 
the desired sensitivity

• High fields necessary to emit conduction 
electrons from Si with ~100% efficiency can be 
produced with microscopic tip arrays.

• Such a detector would be easy to operate, 
using simple, mature technologies.  Easy to 
reject/reduce many single-e backgrounds.


